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Cloudrone Lightweight and self-contained service:
Unikernel, Docker, IncludeOS
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Scaling up the number of deployed containers within a Pl Cloudrone’s Challenges
: g - * Scalability
Using a nano web server 1 2408 containers. 2.795s to start

* Heavier services
(e.g.,Openstreetmaps)

(size is less than 90 KB).

« Using sysstat to measure memory
consumption, CPU utilisation and
creation time

* Key takeaway message: A single Pl (Pl 2
model B) can support significant amount
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* Load balancing techniques such as
application layer anycast
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* How to identify the location of the

of concurrent lightweight services. - Num;i(:oof con::I?r(:ers - o w0 Num;‘i‘fof con:zl?:ers w0 oo services across a mesh of drones?
* Exploit techniques such as mDNS
* Integrate with ICN such as NDN,
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a A S | | 1 1 B Using the Ab - Apache HTTP server * Need innovative battery technology
AR Scaling concurrent users from 10 to 250 (e.g., hydrogen powered)
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