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Executive Summary
This document explains UCAM view of the architecture of the UMOBILE platform. It is draw from the perspective of Task 4.1 which deals with the development of mechanisms for providing the UMOBILE platform with QoS mechanisms. 

We clarify that the architecture is based on our understanding of and interest in the implementation of QoS mechanisms at the application level. As such it does not include components used by other components of the UMOBILE platform. Thus it is focus on UCAM view only and it does not necessarily match other partners’ view. UCAM is open to discussion and happy to modify as needed.
1. Global View
A potential deployment of the UMOBILE platform as conceived at UCAM is shown in Figure 1.
· UMOBILE platform: By UMOBILE platform we understand several pieces of software that can be deployed in the components shown in the left side of Figure 1. Such pieces of software include the core components of the NDN proposal and software developed by the UMOBILE consortium. In other words, the UMOBILE platform is the software needed for building, enacting and operating the UMOBILE Domain shown in the figure. 
· UMOBILE Domain: At UCAM we conceive the UMOBILE Domain as a set of nodes deployed with UMOBILE software so that they are able to take advantage of the ICN-DTN facilities. All the components shown in the UMOBILE domain require the UMOBILE platform software to support applications such as the demonstration scenarios. However, the deployment of UMOBILE platform software in end-user’s devices is optional since these devices can use conventional IP interfaces to  connect to the UMOBILE domain. The UMOBILE Domain is linked to the conventional Internet by a UMOBILE Gateway.
· UMOBILE Gateway: The UMOBILE Gateway is responsible for converting NDN Interest Requests to HTTP requests and HTTP responses to NDN Response.

· ISP provider: UCAM assumes that the UMOBILE Routers and UMOBILE Hotspots are deployed by an ISP and overlaid over an existing IP-infrastructure. The assumption is that the original IP infrastructure is not reliable enough to satisfy different QoS (no—effort, best—effort, guaranteed QoS, etc.) demanded by end-users. Examples of end-users to be supported are the end-users involved in the emergency scenarios that UMOBILE is planning to use to demonstrate the functionality and performance of the UMOBILE platform. To simplify the problem, UCAM assumes the existence of a single IPS shared by all the components.
· UMOBILE Routers: A UMOBILE Router is an NDN router. We assume that UMOBILE Routers are in possession of storage that they use for providing in-network storage for in-network caching.
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Figure 1 -  Potential deployment of the UMOBILE platform.
· UMOBILE Hostspot:  A UMOBILE Hostspot is a node deployed with the UMOBILE platform (in essence an NDN-DTN node) and provided with storage, processing and wireless communication facilities.  A UMOBILE Hotspot can be used to store services for the benefit of end-users who can access them from mobile devices equipped with wireless communication. At UCAM we use Raspberry Pi computers to realize the UMOBILE Hotspots. Note that not all UMOBILE Hotspots are directly connected to UMOBILE routers.
· UMOBILE Content Provider: The UMOBILE Content Provider is repository of services that are likely to be of interest to the end-users. Examples of such services are Oi, and Kebab. A service in the UMOBILE Content Provider is stored as a compressed image that can be deployed upon request.  At UCAM we use Dockerised images. In the same order, UCAM assumes that the UMOBILE Content Provider delegates the ISP provider the responsibility of making the services available to the end-users.
· End-users: An end-user is a person in possession of a mobile device with wireless facilities and interested in accessing services provided by the ISP provider. We assume that mobile devices communicate with the UMOBILE Hostspots over conventional HTTP. 
· UAV:  An Unmanned Aerial Vehicle is a drone provided with storage, processing and communication facilities and capable of communicating with UMOBILE Hotspots. As shown in the figure, in the UMOBILE platform UAVs are used for transporting content (for example, plain data or compressed images of services). UAVs are used for enhancing the UMOBILE platform with DTN features (Delay Tolerance Network) that are needed to satisfy QoS requirements such as availability under no time constrains.
· End-user to End-user direct communication: As suggested by the figure, some End-user’s mobile devices might choose to deploy software for communicating with each other directly. An example of such software is Oi that the mobile devices can download from the UMOBILE Hotspots.
2. Component View

As stipulated in Project Summary  (page 3 of the ANNEX 1Part A) and Task 4.1 (page 20) the UMOBILE project is expected to develop an infrastructure that supports different requirements of QoS.  This is the responsibility of UCAM, UCL and DUTH. UCAM is developing QoS mechanisms that will operate at the application level such as service migration and replication. Simultaneously, UCL is developing mechanisms based on traffic engineering that will operate at the network level. DUTH is developing mechanisms for providing the UMOBILE platform with DTN facilities.  UCAM believes that a deployment like that of Figure 1,  can be used to demonstrate the results of the UMOBILE project. UCAM makes no assumptions about the actual hardware to deploy it. For instance, it can be deployed on AFA’s lab. Regardless of the hardware used, the deployment needs to be provided with the QoS mechanisms as specified in Task 4.1.
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Figure 2 -  A component view of the UMOBILE platform architecture.
A view of the UMOBILE platform with focus on the components needed to implement QoS mechanisms at the application level is shown in Figure 2. The components included in the UMOBILE Core Library correspond to the original NDN software. The components in the UMOBILE Service Oriented are our contribution. They were developed (not necessarily from scratch) by UCAM as part of the implementation of the QoS mechanisms. These components are expected to be deployed (at least partially) in the components included in the UMOBILE Domain shown in Figure1 to make them NDN aware.   The arrows in the figure represent the flow of actions between pairs of function blocks. For example, the service controller sends a description to the communication model to migrate the service by means of a push based model and multicast fashion. 
· Services/Contents: Services/Contents are compressed images of services that are likely to be requested by end-users. A representative example of a service is a Web service that includes compressed images of Oi and Kebab.

· Service Controller: The Service Controller is responsible for deciding what services to migrate/replicate, when and where. To make informative decisions, it relies on a service decision engine (not shown in the figure) and on the Monitoring /Contextual Info component. 
· Monitoring/Contextual Info: The Monitoring/Contextual Info component is responsible for collecting metrics about the current status of the services (load and number of users) being provided and the network infrastructure (end-to-end latency) and making it available to the decision engine.
· Repository: The repository is responsible for providing UMOBILE Hotspots with persistence memory where compressed images of services can be stored. 
· Virtualization: The virtualization is responsible for providing services at the edge of the network.  A UMOBILE hotspot utilizes virtualization functions to execute the compressed image and provides the service directly to the end users. The virtualization function is based on Docker technology. 
· Communication module:  The communication module facilitates the communication within the UMOBILE domain. The UMOBILE nodes (i.e., UMOBILE Hotspot and UMOBILE router) selects a suitable model for their communication. For example, the service migration operation uses the push based communication model with multicast to migrate the compressed image to multiple UMOBILE hotspots.

·  Forwarding strategies: The forwarding strategies are responsible for deciding how to forward the Interest message. The forwarding strategies are responsible for making decision whether, when, and where to forward the Interest message.
· Connectivity manager: At UCAM, we have not used this function block yet. However, from discussions with UCL and DUTH, it seems that this function can be responsible for the implementation network QoS at network layer, precisely it can be applied for flowlet congestion control. At the next step, the connectivity manager will interact with the Service Controller to provide the full stack of the QoS framework. 
· FIB, CS, PIT : These function blocks are standard primitives of NDN. 
· WiFi, Ethernet, WiFi direct and BLE faces: These are hardware interfaces for communication.
3.  QoS system requirements
This section discusses system and network requirement of the UMOBILIE platform from the perspective QoS and as conceived by UCAM. The discussion follows the description of Task 4.1 which deals with the development of mechanisms for providing the UMOBILE platform with QoS mechanisms. We regard this document as internal. Its aim is to complement deliverable D2.2 System and Network Requirements Specifications. D2.2 was produced at early stages of the project (31/03/2016) when the QoS requirement were not fully understood and consequently not explicitly mentioned.
D2.2 is based on the four typical accessibility scenarios documented in deliverable D.2.1 End user Requirement Report, namely, micro--blogging, emergency situation, civil protection and social routine improvement. 
3.1 Assumptions 

· UCAM conceives the four typical accessibility scenarios as services (sa, sb, sc, etc.) owned by the UMOBILE Content provider. As explained in Section 1, we assume that the UMOBILE Content provider delegates to the ISP provider the responsibility of deploying the services on his UMOBILE platform-aware infrastructure (for example on the UMOBILE Hotspots) for the benefit of the End-users. 

· UCAM assumes that to be of practical interest, the services sa, sb, sc- services need to be delivered with different QoS requirements as agreed upon between the UMOBILE Content provider and the ISP provider. Therefore, it is the duty of the ISP provider to instrument its infrastructure with QoS mechanisms that are capable of satisfying the system requirements listed below.
3.2 Requirements

· The system shall be able to support different types of networks, that is, links with different bandwidth capacity, latency and reliability.

· The system shall be able to support access from different devices including desktop computers and resource--constrained wireless devices like mobile phone and sensors that will demand different levels of QoS. In Figure 1 for example, the End-users access the services through wireless mobile phones.
· The system shall be able to support different situations including normal operation and emergency situations.

· The system shall be able to provide different levels of QoS including no—effort, best—effort, guaranteed QoS and prioritised QoS to match devices, users and situations.
· The system shall deploy QoS mechanisms at its discretion to accomplish its duty and at different levels of its software stack ranging from the application to the network.
· For example, at the application level, the system is entitled to deploy, migrate and replicate the services entirely at its discretion to reduce latency.

· As another example, at the network level, the system is entitled to deploy traffic engineering to handle congestion to satisfy throughput requirements or to resort to DTN links to provide availability.

· The system shall conceal the QoS mechanisms from the end-users view in a way the latter does not need to know about their existence. For instance, the migration and replication of services shall be transparent to the end-user.
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